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Abstract

These lecture notes cover several examples of identification strategies
used in various fields of economics. They are meant to provide some guid-
ance for those students looking for an empirical topic for their dissertations.

Contents

1 Imntroduction . . . . . . . . . . . ... 3
2 Search for Variation . . . . . . . . . . . ... 3
2.1 Control for X . . . . . . . . e 5
2.2 Group-Level Variation and Identification . . . . .. .. ... ... 5

2.3 Identification of National Policy Effects . . . . . ... . ... ... 9
2.4 Exogenous Variation (IV) . ... ... ... ... ... ...... 10
2.5 Identification Through Heteroscedasticity . . . . . . . . ... ... 11
3 ‘Natural’ Experiments . . .. .. .. ... ... ... ... ... ..., 12
3.1 Experimental Setup and Solution . . . . ... ... ... ..... 12
3.2 Difference in Differences . . . . . . .. ... 13
3.2.1 Fixed Effects . . . .. ... ... oL 15
322 IVDD . ... 15

3.3 Regression Discontinuity . . . . . ... ... .. ... ... 16
3.4 When Can Things Go Wrong? . . . . . .. ... .. ... ..... 17
3.4.1 Internal Validity . ... .. ... .. ... .. .. ..... 18
3.4.2 External validity . ... .. .. ... .. ... .. ... 19

3.4.3 Possible Improvements . . . .. ... L0000 20



3.5 Testing Non-Experimental Methods . . . . . . ... .. ... ... 20

4 Defining Goals for Policy Analysis . . . . .. ... ... ... ... ... 21
5 Other Selected Methods . . . . . ... ... ... ... ... .. ..., 23
5.1 Oaxaca-Blinder Decompositions . . . . . . ... ... ... .... 23
5.2 Meta Analysis . . . . . . ... 24
5.3 Expectations . . ... ... oL 25
6 References . . . . . . . . 25



1. Introduction

The ultimate goal of econometrics is to learn about causal relationships from micro
data capturing non-experimental economic behavior. This is hard in principle be-
cause social sciences differ from, e.g., medicine where (double-blind) randomized
experiments are the way to learn. There are often elusive unobservables affecting
the outcome; hence, the need for sample selection (treatment assignment) con-
trol. Economic processes often lead to simultaneity so that we need exogenous
(experiment-like) variation. Econometrics differs from statistics in defining the
identification problem: structural and reduced-form equations.

Example 1.1. Suppose that you are interested in the effect of military service on
subsequent earnings. You can look at the mean difference in the outcome between
veterans and non-vets. Inside this number hides not only a causal effect of the
service, but also the composition of other causal variables in each group, both
observed and unobserved. Are there variables that affect both participation in
the program and the outcome? Are the (minority) vets earning more because of
the military service or are the high-earners more likely to enroll in the army?

When we regress y = X + € to estimate B, we only sometimes mean that
X causes y. Often, we focus on the effect of one causal variable (for which
we have an exogenous source of variation) and use other regressors as control
variables. Often the causal variable captures some treatment (policy, training
program, education, etc.). When asking about causal relationships, we wish to
answer “what if’ questions (estimate the counterfactual).! An alternative use
of regression analysis is as a descriptive statistical tool. There is no behavioral
meaning to a conditional expectation such as

Ely|z] = /Oo ydF (y|z).

o0

2. Search for Variation

You need variation in x to estimate a coefficient. Where does it come from? In an
“ignorant” research design, you simply take a dataset and estimate a coefficient
using whatever variation there is in the data, having controlled for other potential

"What would have happened to car accidents had we not lowered max speed to 50 km/h?
What would happen if we shorten criminal sentences?

3



explanatory variables. Parameter estimates do not drop from heaven—they are
directly the outcome of the potentially many sources of variation in your data.

Some of these may be endogenous, and at least some of these you should be
able to understand and focus on in the estimation.

Example 2.1. Suppose that you compare crime rates and deterrence across Czech
districts. Specifically, you regress district crime rates on district police force size
per crime, after controlling for a district fixed effect. But this differences in de-
terrence may actually largely come from different trends in regional crime rates
combined with even and fixed distribution of police force size inherited from com-
munism. So it’s unclear to what extent we measure one way causality here.

Example 2.2. You want to regress age at first marriage on wages using RLMS,
but you only see young women getting married if they still live with parents, which
is itself a function of labor income.

Different sources of variation lead to different interpretation of (different esti-
mates of) the coefficients. For example, compare panel-data estimators based on
only the ‘within’ time change variation to those based on both time and cross-
sectional variation.

Example 2.3. See Bell et al. (2002) for an application relating wages and un-
employment in several dimensions: (i) aggregate time series, (ii) cross-sectional
compensating wage differentials as a no-moving equilibrium, (iii) regional equili-
bration conditional on time and regional fixed effects.

In any case, the variation giving rise to coefficient estimates should be linked
to the problem studied.

Example 2.4. You motivate a paper by comparing living with parents and em-
ployment uncertainty for young workers across Italy and Sweden, but then you
estimate the effect using within-Italy variation. Is it X or (7

In this section we look at some difficult identification situations and start with
some examples of where IVs come from. But first we say what we do in any case:



2.1. Control for X

Of course, before you start worrying about the sources of identification for your
variable of interest, you should control for other variables that are correlated with
your causing variable. If you fail to find all of these, you need an IV.

Example 2.5. Returns to education, ability bias and IQ test scores.

When is controlling for X enough to identify a causal effect? I.e., when is
selection on observables plausible? (When is it plausible that conditional on X,
assignment to treatment is as good as random?)

Example 2.6. If applicants to a college are screened based on X, but conditional
on passing the X test, they are accepted based on a first-come/first-serve basis.

To control for X, run a regression or perform a matching exercise (when treat-
ment is binary). The idea of matching is to compare the outcome y for individuals
from the treatment and control groups for each value of X. Then average the dif-
ference in the outcomes using the distribution of X for treatments to obtain the
estimate of the treatment effect on those who got the training. A feasible way
to implement this strategy with multidimensional X is to condition on the unidi-
mensional probability of treatment P(X') rather than on the multi-dimensional set
of covariates X. The difference from a regression approach is in (i) the exclusion
of comparisons where there is lack of common support, i.e., where certain P(X)
values are not present in both groups, (ii) in the weights attached to the difference
in outcome for each value of X, and (iii) in not imposing linearity.

2.2. Group-Level Variation and Identification

Often variation of interest in & does not occur across individuals but across groups
of individuals (firms, regions, occupations).

Inference When using individual-level data with group-level variation in the
variable of interest, one needs to correct standard errors to admit the actual num-
ber of degrees of freedom (dimension of the variation of interest). This is done by
including a random effect, a (block-diagonal-matrix) White/Huber heteroscedas-
ticity correction (use cluster option in Stata), or by aggregating the data to the
appropriate level (Bertrand et al., 2002). A potentially better approach of Don-
ald and Lang (2000-2004), applicable especially when the number of groups (both
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treatment and control) is small, is to follow a two step approach: first estimate
an individual-level regression with fixed effects corresponding to the group-level
variation and in the second stage run these fixed effects on the group-level RHS
variable.? If the number of individuals within each group is large, this two-step
estimator is efficient and its t-statistics are distributed ¢ if the underlying groups
errors are normally distributed. They even recommend running the first stage
separately for each group.

The Reflection Problem See Manski (1995). Sometimes you ask why indi-
viduals belonging to the same group act in a similar way. Economists usually
think this may be because their z; are similar or because the group has a common
characteristic z, (for example ethnic identity):

Yig = v+ Blzvig + ’y’zg + €44

Sociologists add that an individual may act in some way because other individuals
within the group act that way, that is because of E[y|z] (herd behavior, contagion,
norm effects; there is a social multiplier, an endogenous social effect) or because
the individual outcome varies with the mean of the exogenous variables in the
reference group Flz|z] (exogenous social effect).

Example 2.7. Does the propensity to commit crimes depend on the average
crime rate in the neighborhood or on the average attributes of people living in the
neighborhood or on some exogenous characteristics of the neighborhood like the
quality of schools etc.? Or think of high-school achievement as another example.

Note that the regression
Elylz,z] = a+ 'z 472+ 0 Ely|z] + N E[z|2] (2.1)
has a social equilibrium: taking an expectation of both sides w.r.t. x we get
Ely|2] = a+ B Elz|2] + 2 + 8 Ely|2] + X E[z|z],

which you can solve for E[y|z] and plug back into equation 2.1 to show that
in the reduced form equation, in which Ely|z,x] depends on (1, E[x|z], z), the

20ne can think of the second stage as a Minimum Distance problem (see Section ??) where
one ought to weight with the inverse of the variance of the estimated fixed effects. One may also
need to think about the different implied weighting in the individual- and group-level regressions,
and about omitted variable bias (see, e.g., Baker and Fortin, 2001).
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structural parameters are not identified. We cannot separately identify the so-
called correlated, endogenous, and contextual effects. Under some conditions, we
can say if at least one of the social effects is present, but we cannot determine
which one.

One hope, see Borjas (1992), is to use assumptions about the dynamics of
social processes and to run

Eilylz,x] = a + Bz + vz + 0B [yl2].

See also Durlauf (2002) who trashes the recent social-capital (SC) literature
by applying the same identification logic. He first considers an individual-level
regression of the following type

Yig = 0+ leig + vlzg + 0E(yy|Fy) + 0E(SCY|F,) + €ig- (2.2)

In his presentation, z, corresponds to the contextual effects (variables measured at
group level predetermined at the the time of choice, such as averages of individual
characteristics). If SC} is predetermined (E(SCy|F,) = SCy), it is simply another
contextual effect and identification requires the presence of at least one individual-
level variable whose group level average does not causally affect individuals.

If SC, is an endogenous outcome of decisions that are contemporary to the
behavioral choice y;4, then one needs two elements of z;, not to be elements of
z, 80 as to provide instruments for E(y,|F,) and E(SC,|F,). That is one needs
two individual characteristics that affect individual behavior yet whose group
analogues are excluded from the behavioral equation 2.2. This results is based

on considering the two simultaneous equations: one determining y (equation 2.2),
the other for SC' :

SCiy =+ B iy + 7 29 + 0E(yy| Fy) + OE(SC,|F,) +m,,. (2.3)

Finally, Durlauf (2002) considers the case of having only aggregate (group-
level) data. The system then boils down to:

Yg = a+7/zg + 0E(y,|F,) + 0E(SCy|F,) + ¢, (2.4)

SCy =T +7 2, + 0E(y,|F,) + OE(SCy|F,) + n,. (2.5)

and identification is a textbook case asking whether one has instruments for the
two endogenous variables E(y,|F,) and E(SCy|F,): Are there variables in this



world that would affect social capital formation but not other behavior (like GDP
growth in Knack and Keefer, QJE 1997)7

Brock and Durlauf (2001) show that the lack of identification between en-
dogenous and contextual effects does not occur in binary and multinomial choice
models, essentially because of their non-linearity. Zanella (2007, JEEA) applies
the nested logit structure to a random utility framework in order to build a
model with social interactions and endogenous choice of the group membership
(neighborhood); the micro-founded model then suggests econometric identification
strategies.

Movers vs. Averages When we do not have an IV, but the source of endo-
geneity is time constant (alternatively, when the unobservable selection threshold
is time constant), we can use a fixed effect panel data model to deal with it. Also,
when comparing an outcome y across groups, one may be worried that there are
differences in the average level of unobservables across the groups.

Example 2.8. Consider studying the wage effects of union/non-union status or of
gender segregation (concentration of women in occupations). Instead of comparing
levels, you can compare changes (run the fixed effect model). How does the union
status or the female fraction of workers in an occupation change? This strategy
is thought of as being closer to causal evidence; it relies on “movers” — but are
they exogenous?

Consider the effect of a union dummy (0/1 variable) in levels and in first
differences:
Yit = UNIONuS + €3

Yit — Yir—1 = (UNIONM — UNIONthl)ﬁ + AE“

and note that only those who switch status between ¢t and ¢ — 1 are used in the
‘difference’ estimation. A similar argument can be made when using aggregate
data.?

3For example, if you want to study the effect of part-time work on fertility, you can hardly run
fertility on part-time status of individuals and pretend part-time status is assigned exogenously.
But perhaps, if there is variation across regions and time in availability of part-time jobs, one
could estimate a relationship at the aggregate level.



Example 2.9. Gould and Paserman (2002) ask if women marry later when male
wage inequality increases. They use variation across U.S. cities in male wage
inequality and marriage behavior and allow for city-specific fixed effects and time
trends to establish causality. To write a paper like this, start with graphs of levels
and changes, then condition on other X variables, check if female wage inequality
has any effect (it doesn’t), and conclude. It is not clear where changes in male
wage inequality come from, but one would presumably not expect these changes
to be driven by a factor that would also affect marriage behavior.

2.3. Identification of National Policy Effects

In case of national policy changes, within-country identifying variation is hard
to come by while cross-country variation is often plagued by country-level unob-
servables. Some examples of within-country as well as across-country approaches
follow.

Differences in take up compliance Ham et al. (1998) estimate the unem-
ployment insurance effect on durations using a national system. Max and min
are not enough. First, try to compare non-recipients and recipients, but this is
rejected by a LR test. Fortunately some workers register late after loosing job.

Pre-policy distance from policy level Manning (2001) studies a national
increase in minimum wages by relating changes in employment before and after
the minimum wage introduction to the fraction of low paid workers in the pre-
minimum wage period. See also a classic paper by Card (1992) who considers the
imposition of a federal minimum wage: the “treatment effect” varies across states
depending on the fraction of workers initially earning less than the new minimum.
Paligorova (2007) compares the effect of Sarbanes Oxley through company board
independence for those companies that did not have independent board as of be-
fore the act and those that did. She first shows that those that did not have
independent board do indeed show a stronger increase in independence in com-
parison to those firm that did have independent boards as of before SOX. This is
step 0 in all of program evaluation: establish that there is a program!

Cross-country indirect strategies It is usually hard to use country-wide be-
fore/after and cross-country comparisons to identify national policy effects. See,
e.g., the discussion of identifying effects of institutions in Freeman (1998). But



avoiding the main identification issue and focusing on interactions of the main
causal variable can shed some light on the direction and mechanism of the causal
effect.

Rajan and Zingales (1998, JF) study the finance-growth nexus. One should
isolate the part of the variation in financial development that is unrelated to cur-
rent and future growth opportunities, which are inherently unobservable. Tackling
this identification problem at the country level is very difficult. So, Rajan and
Zingales (1998) give up on the big question and provide qualitative evidence on
causality using industry-country comparisons. They come up with an industry-
specific index of the need for tapping the financial system (using external finance)
and regress industry growth from a sample of countries on country and global-
industry fixed effects as well as on the interaction between U.S. industry external
finance dependence (EFD) and country financial development. Such regression
asks whether industries predicted to be in more need of external finance grow
faster in countries with more developed financial markets, conditional on all (po-
tentially unobservable) country- and industry-specific factors driving growth.

2.4. Exogenous Variation (IV)

You want to estimate 5 in y = X + € but F[e|X] # 0 because of endogeneity
or measurement error. A valid instrument Z is correlated with X but not with
e. The R? of the first stage should not be too high or too low. Where do you get
such a variable? One solution is to find a “natural” experiment (more correctly
quasi-experiment) which generates such variation and then rely on this one source
alone (read Angrist and Krueger, 2001, for a reader-friendly exposition). The
estimation designs/techniques are discussed in the next section.

Example 2.10. Card (1993) estimates returns to schooling, which may be af-
fected by ability endogeneity bias, using proximity to college as an instrument for
education. You may think of the distribution of student distance from college as
providing a quasi experiment that the regression is using. Ideally, you want to
drop students randomly from helicopter. Is this case close enough? Whose effect
are we estimating?

Example 2.11. Changes in wage structure, which occur in a supply-demand
framework: “Women, War and Wages” by Acemoglu, Autor and Lyle. First,
establish that there is a treatment—rvariation in draft causes differences in female
labor supply. Second, ask whether there is an effect—of female labor supply on
wage dispersion.
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Remark 1. Testing validity of IV: There are two issues: (a) testing for whether
IV is exogenous (COV (e, Z) = 0), and (b) testing for the weak instrument problem
(COV(X,Z) #0). 1V is an asymptotic estimator, unlike OLS which is unbiased

in small samples.

Remark 2. Other than econometric tests for IV validity (see Econometrics IV)
there are also intuitive tests in situations when identification comes from some
quasi-experiment. For example, ask whether there is an association between the
instrument and outcomes in samples where there should be none.

Remark 3. See Berg 2007, IZA DP No. 2585 for a discussion of IVs, which
derive from the time interval between the moment the agent realizes that they
may be exposed to the policy and the actual exposure. Berg presents an economic
model in which agents with larger treatment status have a stronger incentive to
find out about the value of the IV, which invalidates the IV. In other words,
the exclusion restriction is likely to be violated if the outcome depends on the
interaction between the agent’s effort and his treatment status.

2.5. Identification Through Heteroscedasticity

A completely different approach to identification working off second moments:
Hogan and Rigobon (2002). Estimate returns to education when education is
endogenous by splitting the sample into two groups based on different covariance
matrices. They suggest this strategy is stronger when compared to IV because
IVs are weak and there is a lot of variance in heteroscedasticity, so one can use
it to solve measurement error, simultaneity and omitted variable biases in cross-
sectional data.
As an illustration consider a model for wages w and schooling s

w; = 581‘ + Xz,ul + €
s;i = ow; + Xy + n;.
The covariance of the reduced form, which we can estimate,

1 ve + 8%y, av.+ B,

= (1—apB)? - v +v, |

consists of 3 equations in 4 unknowns (v, v,, o, ). Now, suppose you split the
sample into two parts, which have empirically different €). If the regression coef-

ficients are stable across groups, suddenly you have 6 equations in 6 unknowns.
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The crucial condition for this approach to be credible is to find a situation
where coefficients are stable across sub-populations with different variances. Un-
like in the natural-experiment literature, here it is harder to explain the economic
meaning behind the identification.

3. ‘Natural’ Experiments

Meyer (1995) and Angrist and Krueger (1999): “Natural experiment” examine
outcome measures for observations in treatment groups and comparison (control)
groups that are not randomly assigned. In absence of randomization, we look for
sources of variation that resemble an experimental design.

Example 3.1. For example, when studying the effect of unemployment benefits
on labor supply, it is hard to differentiate the effect of the benefits from the effect of
past labor supply and earnings. So a quasi-experimental design would use changes
in benefits applying to some groups but not others (benefits such as maternity
benefits, unemployment insurance, workers’ compensation, Medicaid, AFDC) to
define the treatment and control groups.

Example 3.2. Other examples of quasi-experimental variation: Vietnam-era draft
lottery, state-level minimum wage laws changes, large influxes of immigrants, fam-

ily size effect on family choice and the delivery of twins, the variation in number

of children coming from the gender sequence of children (preference for a boy),

returns to education and quarter of birth (compulsory schooling), differential dis-

tance in effect of medical treatment (heart disease). Think of these events as

providing an IV

3.1. Experimental Setup and Solution

Consider a study of the effect of a training program where workers are randomized
into and out of treatment (training). The effect of the program: y;; is earning
with training, yo; is earnings without training. We only look at the population
of eligible workers. They first choose to apply for the training program or not.
We observe y;; only when D; = 1 (the person applied for and took training) and
observe 7; only when D; = 0 (these are the so called eligible non-participants,

4Similarly, if there is a random assignment to treatment, but imperfect compliance, the
assignment indicator is the right IV for the treatment dummy.
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ENPs). We want to know Fy;;—yo;]. We also want to know E[y1;—vyo;|D; = 1], the
effect of treatment on treated, T'T. However, the data only provides E[yy;|D; = 1]
and Efye;|D; = 1] is not observed—it is the counterfactual. This problem is
solved by randomization: take the D = 1 group and randomize into treatment

(R =1) and control (R = 0) group. Then construct the experimental outcome:
Ely;| Dy = 1, Ry = 1] — Ely,|D; =1, R; = 0].7

Remark 4. However, experiments are costly, often socially unacceptable (in Eu-
rope), and people may behave differently knowing they are in an experiment (think
of expanding medical coverage).®

Remark 5. See Kling NBER WP no. 12931 for a guide to recent advances in
using field experiments in public finance.

3.2. Difference in Differences

A simple research resign, referred to as “Differences,” compares one group be-
fore and after the treatment (i.e., employment before and after minimum wage
increase): yi; = «a + [d; + €4, where d;; € {0,1} is the dummy for the treatment
group. The crucial assumption is that without treatment, S would be 0 (no dif-
ference in means of y for treatment and control (before and after) groups). So
estimate of beta is just mean of y after minus mean of y before. If there are
changes in other conditioning variables, add z;,v. However, there are often under-
lying trends and/or other possible determinants (not captured by z) affecting the
outcome over time, making this identification strategy rather weak.

Therefore, a very popular alternative is the “Difference in differences” design,
that is a before/after design with an untreated comparison group. Here, we have
a treatment (j = 1) and a comparison (j = 0) group for both the before (t = 0)
and after (t = 1) time period:

yft = a+ad, +d +Bd + lezt + &:gt
Bop = Ti—T— (71 — %)
In other words, you restrict the model so that

Ely;1i,t] = Ely;li,t] + 5.

5This can be used as a benchmark for the accuracy of sample selection techniques that we
need when we have no experiment, see Section 3.5.

OFor a practical guide to randomization, see http://
www.povertyactionlab.com/papers/Using%20Randomization%20in%20Development %20Economics.pdf
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The main threat to this method is the possibility of an interaction between
group and time period (changes in state laws or macro conditions may not influ-
ence all groups in the same way). Note that we must enforce v to be the same
across j and that we consider z as control variable, while d/ is the causal variable.

Example 3.3. Famous studies: Card and Krueger (1994) NJ-PA minimum wage
study or Card (1990) Mariel Boatlift study. While in the NJ-PA study, the com-
parison group is obvious, in the immigration paper, Card must select cities that
will approximate what would have happened to Miami were there no Boatlift (re-
sulting in a 7% increase in Miami labor force in 4 months). These cities better
have similar employment trends before the immigration influx. But note: each
study is really only one observation, see 2.2.

Remark 6. The best situation for the DD method is when

e the comparison group both before and after has a distribution of outcomes
similar to that of the treatment group before treatment. This is important
for non-linear transformations of the dependent variable (marginals differ
based on the base);

e (7 is not too large (otherwise there are frequent changes all the time).

Example 3.4. Studies where t is not the time dimension: Madrian job-lock pa-
per: How does insurance coverage aftect the probability of moving between jobs?
Hypothesis: those with both current coverage and a greater demand for insurance
(because spouse doesn’t have coverage at work, or greater demand for health care)
should be less likely to change jobs. Let t = 0 be low demand for insurance, t = 1
high demand, and let j = 0 denote uncovered workers, and j = 1 covered workers.
It is harder to assess interactions between j = 1 and t = 1 if t is something more
amorphous than time. Does greater insurance demand have the same quantitative
effect on the mobility of those with and without their own coverage even if health
insurance were not an influence?

Example 3.5. Treatments that are higher-order interactions: Treatment applies
to only certain demographic groups in a given state and time. Do not forget to
include first-order interactions when testing for the presence of second-order in-
teractions! Gruber (1994) mandated maternity benefits paper: Treatment group:
women of certain ages (k =1)ind=1and t = 1.

14



3.2.1. Fixed Effects

The difference in differences (DD) design is the basis of panel-data estimation
with fixed effects. One runs these regressions when policy changes occur in time
as well as across regions (states) of the US, Russia, etc.

Example 3.6. Consider the union status eftect on wages; see Section 2.2. Fixed
effect estimation is using movers.

Example 3.7. Ashenfelter and Greenstone “Using Mandated Speed Limits to
Measure the Value of a Statistical Life” In 1987 states were allowed to raise speed
limits on rural interstate highways above 55 mph, 40 did (to 65 mph), 7 did
not. You study the increase in speed (and time saved) and contrast this with the
number of fatalities. Comparison groups are states that remained at 55 mph and
other highways within states that went for 65 mph. They estimate

In(hours of travel)g.s = [ 1In(miles of travel) ..+ In(fatalities) g4+, 1,4+ s+ Vsrt

but there is endogeneity problem in that people adjust travel speed to reduce
fatalities when the weather is bad etc. So they use a dummy for having the 65
mph speed limit as an IV. In the end they get $1.5m per life.

Remark 7. There is an alternative to using panel data with fixed effects that uses
repeated observations on cohort averages instead of repeated data on individuals.
See Deaton (1985) Journal of Econometrics.

Remark 8. There is a problem with measurement error bias and introducing
lagged y in fixed effect models (Econometrics IV).

3.2.2. IV DD

Note that we often used the state-time changes as IV, instead of putting the dft
dummies on the RHS.

Example 3.8. State-time changes in laws generate exogenous variation in work-
ers’ compensation in Meyer et al. (AER) paper on injury duration. Instead of
using dft on the right-hand-side, include benefits as a regressor and instrument
for it using the dummies dJ,. This approach directly estimates the derivative of y
w.r.t. the benefit amount.
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Example 3.9. Unemployment Insurance effects on unemployment hazards (du-
ration models). Meyer (1990) using state-time variation in benefits. Here we
insert the benefits because who knows how to do IV in a nonlinear model.”

Example 3.10. Cutler and Gruber (1995) estimate the crowding out effect of
public insurance in a large sample of individuals. They specify a model

Coverage; = B Elig; + X35 + €;

As usual in U.S. research design, there is variation in state-time rules governing
eligibility. Eligibility is potentially endogenous and also subject to measurement
error. To instrument for Elig; they select a national random sample and assign
that sample to each state in each year to impute an average state level eligibil-
ity. This measure is not affected by state level demographic composition and
serves as an IV since it is not correlated with individual demand for insurance or
measurement error, but is correlated with individual eligibility.

What if assignment to treatment is imprecise in an experiment? Then we can
use “treatment” as an instrument.

Example 3.11. Angrist (1990). Example is Vietnam era draft lottery—can’t just
use difference-in-differences in examining effect of veteran status on earnings (some
people went anyway, and others avoided)—draft lottery numbers and military
status are highly correlated, so use IV. Or quarter of birth study of Angrist and
Krueger (1991).

3.3. Regression Discontinuity

When assignment to treatment is (fully or partly) determined by the value of a co-
variate lying on either side of an (administrative) threshold, such assignment may
be thought of as a natural experiment. Assume that the covariate has a smooth
relationship with the outcome variable, which can be captured using parametric
or semi-parametric models, and infer causal effects from discontinuity of the con-
ditional expectation of the outcome variable related to assignment to treatment,

"But note that benefits tied to unemployment level, which is tied to duration! Jurajda and
Tannery (2003) use within-state variation in unemployment levels to provide a stronger test of
job search theory.
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which was determined by the ‘forcing’ variable being just below or just above the
assignment threshold.®

Example 3.12. Angrist and Lave (1998) study of the class-size effect using the
Maimonides rule: not more than 40 pupils per class. Class size is endogenous
because of potential quality sorting etc. Assuming cohorts are divided into equally
sized classes, the predicted class size is

e

T 1+ intf(e — 1)/40]

where e denotes the school enrollment. Note that in order for z to be a valid in-
strument for actual class size, one must control for the smooth effect of enrollment
because class size increases with enrollment as do test scores.

Example 3.13. Matsudaira (in press, JEcm) studies the effect of a school pro-
gram that is mandatory for students who score on a test less than some cutoff
level.

Example 3.14. Or think of election outcomes that were just below or just above
50%.

Remark 9. Clearly, there is some need for ‘local’ extrapolation (there is 0 com-
mon support), so one assumes that the conditional regression function is contin-
uous.

Remark 10. Using, e.g., Local Linear Regressions, one estimates an ATT pa-
rameter, but only for those who are at the regression discontinuity and only for
compliers.

3.4. When Can Things Go Wrong?
If you want to use a natural experiment, what do you need to have?

e exogenous variation in explanatory variables,

e comparison groups that are comparable,

8See the guide to practice of regression discontinuity by Imbens and Lemieux (2007). It is an
NBER WP no. 13039 and also the introduction to a special issue of the Journal of Econometrics
on regression discontinuity.
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e cxplanatory variables that explain, and

e other explanations ruled out.

When can our quasi-experiments fail in delivering the right answer?

3.4.1. Internal Validity

Can the inference be made that the differences in the dependent variables were
caused by the differences in the relevant explanatory variables? Threats to internal
validity:

1.

Omitted variables—events other than the “experiment” that occur and might
provide alternative explanations for the results.

Trends in outcomes—processes producing changes as a function of time per
se, such as inflation, aging, and wage growth.

Misspecified variances—overstatement of the significance of statistical tests
due to effects such as the omission of group error terms that indicate mat
outcomes for individual units are correlated.

Mismeasurement—changes in definitions or survey methods that produce
changes in the measured variables (e.g. CPS unemployment and education
questions), seam-bias problems (higher levels of changes reported for peri-
ods between interviews than for analogous periods surveyed in the same in-
terview), time-in-survey effects (rotation-group bias in CPS unemployment
rate).

Political economy—endogeneity of policy changes due to governmental re-
sponses (e.g. state changes in policies as response to federal changes, or vice
versa—see Besley and Case (NBER wp) or a crackdown on crime following
a few years of unusually high crime rates)

Simultaneity—endogeneity of explanatory variables due to joint determina-
tion with outcomes.

Selection—assignment of observations to treatment groups in a manner that
leads to correlation between assignment and outcomes in the absence of
treatment (e.g. training literature: the “Ashenfelter dip”—decline in earnings
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preceding program entry because people with recent labor market problems
tend to be enrolled—hard to compare with nonparticipants)

8. Attrition—differential loss of respondents from treatment and comparison
groups (this is a problem even with randomized experiments—a good exam-
ple is SIME/DIME negative income tax experiments).

9. Omitted interactions—differential trends in treatment and control groups, or
omitted variables that change in different ways for treatments and controls.

Example 3.15. Return to Card’s Mariel Boatlift paper. In 1994 there was a
boatlift that did not happen, but the unemployment rate for blacks in Miami rose

by almost 4 percentage points between 1993 and 1995 (significant). See Angrist
and Krueger [HLE].

Example 3.16. Does Disability Insurance (DI) negatively affect labor force par-
ticipation? Parsons (1980) suggests so (negative effect of replacement ratio =
DI/wage). Bound (1989) says replacement ratio is a decreasing function of past
earnings and past earnings reflect pre-existing labor force participation patterns.
So Bound estimates the effect of replacement ratio on workers who never applied
for DI and gets the same negative effect. Next, he also studies those who applied
but were turned down. These people are presumably healthier than the recipients
and they still did not work. So the effect is about being handicapped, not about
collecting DI.

Similarly, test for the effect of the law before it took effect, for the effect of
marrying a highly-educated spouse before the marriage, for the effect of future
FDI on current growth of local companies etc.

3.4.2. External validity

Can the effects found be generalized? (This problem is not unique to natural
experiments.) Threats to external validity:

1. Interaction of selection and treatment—treatment group not representative
of population.

2. Interaction of setting and treatment—effect of treatment different across
geographic or institutional settings.

3. Interaction of history and treatment—effect of treatment different across
time periods.
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3.4.3. Possible Improvements

1. Multiple comparison groups: reduce the importance of randomness in a
single comparison group!

2. Multiple pre- or post- time periods (Seasonality. Do NJ and PA employment
levels move together?)

3. Multiple treatment groups (high, medium, low wages prior to minimum wage
have different “treatments”)

4. Reversal of policy/treatment.

3.5. Testing Non-Experimental Methods

The way to test non-experimental estimation approaches is to compare their re-
sults to those based on experiments.

For example, consider measuring the effect of a training program. In Econo-
metrics IV we covered the Heckman’s A approach to solving the selection on un-
observables by exploiting an exclusion restriction.” The method implicitly creates
the counterfactual. (Recall Section 3.1 for how the counterfactual is created in an
experiment.) LaLonde (1986) has experimental outcome and pretends that it’s
not available, estimates the Heckman’s A and finds it inaccurate.!’

Similarly, Friedlander and Robins (1995) ask if one can use the cross-state
comparison groups typically invoked in panel data studies with state-level vari-
ation in policies. They have experimental comparison groups from 4 states and
construct non-experimental comparison groups (i) across-state, (ii) within-state,
and (iii) before treatment. They also employ statistical tests based on the idea
that the program should have no effect before it is implemented and consider both
long-run and short-run effects (because of, e.g., the Ashenfelter dip). They find
that the cross-state comparison fails miserably and that within-state fares better
but is still noisy. The statistical tests do little to improve the results.

9That is: estimate one equation for who enters the program and another equation for the
effect of the program, controlling for the mean difference in the unobservables across participants
and the eligible non-participants.

10See Heckman, LaLonde, and Smith (1998) “The Economics and Econometrics of Active
Labor Market Policies,” [HLE]
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There are specific tests one should apply when using a regression discontinu-
ity design. See the guide to practice of regression discontinuity by Imbens and
Lemieux (2007).

4. Defining Goals for Policy Analysis

Often we only want to understand certain phenomenon and we use IV to focus
on a ‘clean’ sources of variation. However, in many cases we want to estimate
the effect of a particular policy/program. We need to clarify what kind of a
counterfactual (“what if”) question we have in mind. For example when we want
to know about the effect of unions on wages, is the effect defined relative to a the
current level of unionization, a world where everybody is unionized, or a situation
where there are no unions? We need to distinguish between the causal effect on an
individual in the current status quo and the comparison of different equilibrium
situations with no or full unionization. Typically, in most program evaluation we
ask only about partial equilibrium effects; no answers given on across-board policy
evaluation (such as making every student go to college) — no general equilibrium
effects are usually taken into account.

Example 4.1. Knowledge Lift by Albrecht, van den Berg, Vroman: study the
effect of a very large skill upgrade programs in Sweden by first studying the effect
of program participation on individual labor market outcomes. Second, they
study the effect on labor market equilibrium. For the effects at the individual
level, they apply fixed effect methods. For the equilibrium effects, they calibrate
an equilibrium search model.

The literature makes clear the key need to properly define the policy parameters
of interest: What do we want to know? The effect of the program treatment on
the treated (TT; useful for cost-benefit analysis), the effect of the program on
untreated (whom we could make participate), the average treatment effect in the
population (ATE), or a treatment effect related to a specific new policy.

See Econometrics IV for a comparison of the two methods we know for esti-
mating these parameters: (i) sample selection correction using a model of choice
with an excluded variable (IV) and (ii) direct regression estimation using IV from,
e.g., a natural experiment. If the outcome is observed only under one choice, then
sample selection is the only available approach, of course. We discuss the LATE
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interpretation of IV in Econometrics IV.!!

Example 4.2. Angrist and Krueger (1991) use quarter of birth and compulsory
schooling laws requiring children to enrol at age 6 and remain in school until their
16th birthday to estimate returns to education. First, they show that there is a
relationship between quarter of birth and educational attainment (Figure 1) so
that the estimated return is essentially a rescaled difference in average earnings
by quarter of birth.'? Note that this approach uses only a small part of the
overall variation in schooling; in particular, the variation comes from those who
are unlikely to have higher education. (The IV appears valid precisely because
quarter of birth does not affect earnings and education of those with at least
a college degree, because these people are not constrained by the compulsory
schooling laws.)

(i) Having a natural experiment is wonderful in that we feel certain about the
exogeneity of the IV. However, it may lead to estimates of the causal effect for
only the group affected by the experiment. Alternatively, if we have many IVs, we
can sketch the range of treatment effects. (ii) Parametric sample selection meth-
ods may be sensitive to distributional assumptions, but recent semi-parametric
extensions may allow for direct quantification of policy-relevant effects. (iii) One
must be very careful when choosing non-experimental comparison groups in usual
research designs; having more groups of different type and testing the differences
in the outcome is desirable.

Some of the most interesting research today combines structural model estima-
tion, which allows for the generation of policy predictions, with exogenous (natural
experiment) idenfitication. You either test your structure using the experiment
or identify it using the experiment. See, e.g., papers by Atanassio, Meghir and
others or Wolpin and Todd and others on the Progressa experiment in Mexico.

UFor an introduction to LATE, see <http://www.irs.princeton.edu/pubs/pdfs/415.pdf>.
For an extensive set of presentation slides on the problem of causality and LATE IV see
<http://www.iue.it/Personal/Ichino/air10.pdf>.

2Look up Indirect Least Squares in Econometrics IV. Angrist and Krueger (1991) find that
men born in the first quarter (a) have about one-tenth of a year less schooling than men born
in later quarters, and (b) earn about 0.1 percent less. The ratio of the difference in earnings to
the difference in schooling, about 0.10 is an IV estimate.
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5. Other Selected Methods

5.1. Oaxaca-Blinder Decompositions

Often, you want to use Least Squares regressions to explain (account) the sources
of the difference in the outcomes across two groups of workers, countries, etc.
(Think of regression as a conditional expectation.) For example, a vast and ul-
timately unsuccessful literature aimed at measuring the extent of wage discrimi-
nation has followed Oaxaca (1973) and Blinder (1973) in decomposing the overall
mean wage difference between the advantaged (men) and disadvantaged (women)
into two parts: the first reflecting the difference in average productive endow-
ments of individuals in each group and the second part due to the differences
in coefficients. Following this approach, one first estimates logarithmic wage re-
gressions separately for each gender, controlling for explanatory variables. The
decomposition technique relies on the fact that the fitted regressions pass through
the sample means!'® as follows:

Ww, =B, %, gel{fim), (5.1)

where f denotes females and m denotes males, Inwy, is the gender-specific mean
of the natural logarithm of hourly wage, and where X, represents the respective

vectors of mean values of explanatory variables for men and women. Finally, 3,

and B} are the corresponding vectors of estimated coefficients. A general form of
the mean wage decomposition is as follows:

]~

mw,, — nwy = (X — X7) B + Xom (B — B) + X5 (B — B,)], (5.2)

where E represents a counter-factual non-discriminatory wage structure. The first
term on the right hand side of equation 5.2 represents that part of the total
logarithmic wage difference which stems from the difference in average productive
characteristics across gender. The second term originates in the differences in
gender-specific coefficients from the non-discriminatory wage structure and is often
interpreted as reflecting wage discrimination.!*

13This idea does not work in quantile regressions. See Machado and Mata for the method
applicable in median regressions.

14 There have been objections to this decomposition approach. First, by focusing on the mean
gap, it ignores meaningful differences in gender-specific wage distributions. Second, if character-
istics which might differ between males and females are omitted in the vector of regressors, the
contribution of these characteristics will be captured by the constant term and will erroneously
appear in the measure of discrimination.
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Remark 11. Using 3,,0r 3, for E corresponds to estimating the ATU or ATT,
respectively (when being a female is the “treatment”.

Remark 12. Nopo (2004) and Black et al. (2005) and others now point out to
matching as a preferred alternative to parametric methods when support is not
perfectly overlapping. For example, Jurajda and Paligorova (2006) compare wages
of female and male top managers.

There are a number of variants of this method depending on how one simu-
lates the non-discriminatory wage structure 3. Neumark (1988) and Oaxaca and
Ransom (1994) suggest the use of regression coefficients based on pooled data
including both men and women, arguing that they provide a good estimate of
a competitive non-discriminatory norm.!® Alternatively, one can use a similar
approximation based on weighting the male and female coefficients with sample
proportions of each sex (Macpherson and Hirsh, 1995).

It is not always clear how you apply the method in non-linear models (see Ham
et al., 1998, AER). Recently, the decomposition has been extended to quantile
(median) regressions by Machado and Mata (2000).'® There is a versions of this
decomposition for Probit (Myeong-Su Yun, 2004). In a recent paper, he also adds
standard errors for this decomposition.!” Finally, there is an invariance problem
that has to do with the choice of the base category (affecting the constant and
hence the unexplained part).

There are important extensions taking the idea beyond first moments and
into decomposing whole distributions. See DiNardo, Fortin, and Lemiuex (1996,
Econometrica) and Bourguignon, Ferreira, and Leite “Beyond Oaxaca-Blinder:
Accounting for Differences in Household Income Distributions”. The DiNardo et
al. decomposition has been programmed into Stata.

5.2. Meta Analysis

Very often, researchers explore a given question (in detail) using only one-country
data. To follow up on the previous subsection, researchers often estimate the
unexplained portion of the gender wage gap in one country. Next, the question is

5 Neumark (1988) provides a theoretical justification for this approach using a model of dis-
crimination with many types of labor where employers care about the proportion of women they
employ.

16Gee, e.g., Albrecht JOLE for an application of quantile regressions to gender wage gaps.

17See also Fairlie (2005) Journal of Economic and Social Measurement.
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how we cumulate knowledge across such studies. When you want to learn about
the impact of institutions or policies on the unexplained portion of the wage gap
you may collect data that consists of the estimates of other studies, which you then
regress on explanatory variables capturing the country-time specific variables.!'®
There is another potential use of Meta analysis: When scientists report their
results, they are naturally driven to report important useful findings, that is those
that reject the null hypothesis of no effect. One can analyze the set of existing
results to see if there is “reporting” “drawer” bias. That is, one can estimate
a regression using the results from other studies, asking about the effect on the
published results of the method of estimation used, type of data, etc. and the
size of the standard error. Consider for example the estimation of returns to
education. IV studies typically have larger standard errors and typically report
larger (significant) returns. See Ashenfelter, Harmon and Oosterbeek. “A Review
of Estimates of the Schooling/Earnings Relationship, with Tests for Publication
Bias.” Labour Economics (1999).1% If there is no bias in reporting, the estimates
should not be correlated with their standard error. If, however, researchers are
more likely to report higher estimates when standard errors increase (IV), this will
result in sample selection (non-representative sample of all estimated results).

5.3. Expectations
See Manski (2004) “Measuring expectations,” Econometrica 72 (5): 1329-1376.
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